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Abstract
Overfitting is a common problem in machine learning, where a model fits too closely to the
training set, which weakens its generalization capabilities. For image classification
specifically, techniques exist that augment existing training data to increase the training
dataset size and allow the model to learn more diverse features. We investigate three such
augmentation techniques: flipping, cropping and random erasing, and evaluate how they affect
the accuracy of an image classification agent. We find that while they do increase the model
accuracy, comparisons between the techniques yield inconclusive results as to which is better.

1 Introduction
The ability to process and understand images is a crucial component in understanding the
world. To most humans, this ability is as easy as breathing. However, it has proven a
challenge to give machines this same ability. Nevertheless, recent breakthroughs in machine
learning techniques, particularly neural networks, has enabled computers to mimic our ability
to process and comprehend images. An important component in machine learning
methodology is data preparation, to avoid potential pitfalls such as overfitting. For image
classification, an important method of data preparation is that of data augmentation. Existing
images are modified in some way to create new images for the dataset. These modified
images help reduce overfitting by causing a model to focus on different features of the image.
In this paper, we investigate the following research question: to what extent do different data
augmentation techniques affect the accuracy of an image classification model? The data
augmentation techniques that will be evaluated are flipping, cropping and random erasing,
and the data set that will be used is provided by the Kaggle competition ‘Petals to the metal -
Flower classification on TPUs’.

1.1 Hypothesis

We believe that all data augmentation techniques should increase the model’s classification
accuracy. Individually, flipping will likely increase the accuracy the least, as this
transformation alters the dataset the least. Flipping should be followed by cropping, which
has been proven to be a more effective augmentation technique [3]. Finally, random erasing
should provide the highest increase in accuracy, as it modifies the internal sections of the
image and may force the model to learn the most diverse set of features for effective
classification [8].
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1.2 Approach

We investigate the effect different data augmentation techniques have on a model classifying
flower images. As such, we must first decide on a model to use as the baseline for our
comparisons. Since the focus is on investigating data preparation techniques, we utilize
transfer learning and forgo the creation of a new image classification model. We choose our
model through literature analysis. After choosing a model, we evaluate the possible data
augmentation techniques through literature analysis and choose 3 to compare. Before
beginning the evaluation of the augmentation techniques we choose a set of optimal model
and data augmentation hyperparameters through hyperparameter optimisation. Once these
have been selected, we run the model four times: once without any data augmentation
techniques, and once for each augmentation technique. We then discuss the results and their
implications, as well as possibilities for future research.

2 Data analysis
The data we used for our project comes from the kaggle competition ‘Petals to the Metal -
Flower Classification on TPU’. The data provided by this competition contains images of
various flowers. Figure 7, which can be seen in the appendix, shows examples of the pictures
provided by the Kaggle competition. As can be noticed, not all pictures provide a clear view
of the flower to classify. The elements not relevant to the flower in question are considered
noise. Examples of noise include shadows, other irrelevant flowers in a picture, or
backgrounds that distract from the target. The presence of noise in images is one reason why
data augmentation techniques are effective. Changing the images forces the model to focus on
different features, which may improve the robustness of the model.

The dataset is pre-split into a training set, a validation set and a test set. The training set
contains 16465 images, the validation set has 3712 images and there are 7382 images in the
test set. The data is distributed over 104 different classes; figure 2 shows the distribution of
the data over these 104 categories.

Figure 1: Data distribution over the 104 classes
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3 Methodology

3.1 Choosing the model

In the domain of image classification, models are generally based on convolutional neural
networks (CNNs). CNNs have the advantage of being able to perform classification tasks
straight from images, which makes them one of the most popular neutral networks.[4] They
consist of an input layer, several hidden layers and an output layer. The hidden layers are
usually made up of convolution, pooling and fully connected layers.[14] With these layers, a
CNN can take as input an image and assign to it various values such as biases and weights
using the filter and matrix vector multiplication. The CNN transforms the image into a feature
map through the filter, which gets passed through the remaining layers and at the output layer
it is summed with the bias to form the feature output.[4] CNNs have proven to be a very
effective architecture for classifying images, and most research in the field of image
classification is based on CNNs. As such, we will be choosing a CNN based model.

Fig 2: The typical architecture of a CNN. The square represents an example of a filter/convolutional kernel. This
CNN has convolution, pooling and fully-connected layers. The output shows the different predictions that the

network made based on the input image.[9]

For our research we will employ transfer learning with pre-trained models. These models
were trained on a large dataset to solve a similar problem in image classification tasks. An
advantage of using pre-trained models is the reduced computational cost and faster learning
process since there is no need to start training from scratch. In transfer learning new layers are
added to the pre-trained model. These new layers are then used for training and together with
the other layers are used to solve a classification task. [13]

Amongst the most popular pre-trained models are LeNet, GoogLeNet and VGGNet. These
models are commonly used in research into image classification. [9] After investigating
various CNN models, we decided to use the Inception-V3 model. Research shows that the
Inception-V3 model has a higher accuracy rate compared to other models such as Xception,
VGG16 and OverFeat when used in flower classification based on datasets of various sizes.
Inception-V3 was shown to perform classification with a higher accuracy rate for rank-1
accuracy and rank-5 accuracy.[9] This model is the third generation of Google's inception
models. The Inception-V3 model is pre-trained on the Imagenet dataset, which contains over
14 million images. Compared to other models, Inception-V3 comes with many advantages,
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one of which is that it is designed to perform well under strict constraints on memory and
computational budget.[7] We chose Inception-V3 instead of VGG-16 or any other model
because in 2014 Inception-V3 won the ImageNet Large Scale Visual Recognition Challenge
(ILSVRC).[11] VGG-16 came second in this competition. One reason that could have
contributed to Inception-V3’s victory is that at the time, it only contained around 5 million
parameters which is 12x smaller than its predecessor AlexNet.[7]

Figures 3.1 and 3.2 show the graph of the accuracy of InceptionV3 and VGG16 on the
training and validation set of the flower dataset. This was made with no data augmentation.
As can be seen, InceptionV3 has a ~70% accuracy when compared to the VGG16 model
which performed much worse at ~20% accuracy. This further reinforces our choice in the
InceptionV3 model.

Fig 3.1: InceptionV3 graph showing the
model accuracy and loss on the flower
dataset using no augmentation

Fig 3.2: VGG16 graph showing the model
accuracy and loss on the flower dataset
using no augmentation

3.2 Choosing the data augmentation techniques

Data augmentation techniques can be separated into two broad categories: naive
augmentation techniques that utilize simple image transformation procedures and advanced,
‘black-box’ techniques that use deep neural networks to create new images [10, 3]. This paper
will evaluate three naive data augmentation techniques and compare their performances.
Naive data augmentation techniques can be divided further into two categories: geometric or
positional modification and color modification. Previous research into these techniques have
found that geometric transformations generally yield better results than color modifications
[3], and thus the focus of this paper will be on geometric transformations. The list of possible
geometric transformations are: flipping, rotating, cropping, shearing, elastic distortions and
random erasing. The techniques investigated in this paper will be flipping, cropping and
random erasing. These techniques offer a good overview of the different possible
transformations and their relative difficulties, with flipping being the simplest transformation,
followed by cropping and then random erasing. Additionally, other research has found that
these techniques offer a good range of effectiveness at increasing a models classification
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accuracy [3, 8], with flipping leading to the smallest increases and random erasing offering
the largest increase in model accuracy.

Flipping

Flipping is a simple data augmentation technique where the output image is the
mirror-reversal of the input image along the horizontal axis. [3].

Figure 4: example of image flipping

Cropping

Cropping an image entails the removal of an outer area of the image, specified by giving the
height H and width W of a new image centered around some random point in the old image.
The new image, now a smaller size than the original, must be rescaled to the original size [3].
This can be done either by adding padding or resampling the image. For this paper, images
have been resized with nearest sampling.

Figure 5: example of image cropping with resample based resizing

Random erasing

Random erasing is a technique that randomly removes a section of an image by replacing the
pixel RGB values with 0,0,0. We remove a rectangle of size S, where S is chosen from two
variables Slow and Shigh. The aspect ratio of this new rectangle is a random variable R,
initialized between two values Rlow and Rhigh. Once these values are set, a random point is
chosen within the image until the created rectangle fits within the image. This rectangle is
then erased from the original image [8]. The pseudocode for this technique can be found in
appendix A.
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Figure 6: example of random erasure

3.3 Choosing the hyperparameters

There are a number of hyperparameters that must be chosen, and these can be split into two
separate classes: model hyperparameters and data augmentation specific hyperparameters.
The model hyperparameters are parameters that must be set for the chosen model, and these
parameters will remain constant for every model that is trained and tested. The augmentation
specific hyperparameters are values that must be configured for each data augmentation
technique, and these will be different for each technique depending on the parameters they
require. Bayesian optimization will be used to search the hyperparameter space. Bayesian
optimization offers similar results to random search while on average obtaining these results
with fewer trials [12]. This is because Bayesian optimization builds a probability model of the
objective function and then uses this to make an informed selection of the best
hyperparameters. This is beneficial as the overall hyperparameter space is large and the
training of the model may take a long time, depending on the optimal number of epochs.

Model Hyperparameters

The model hyperparameters will consist of the optimal number of epochs for which the model
will train, the starting learning rate, as well as various parameters for the learning rate
schedule. A learning rate schedule is an algorithm that dynamically changes the learning rate
of a model depending on current values; in this case, the learning rate will vary with the
number of epochs. The algorithm for the learning rate scheduler can be found in appendix A.

Hyperparameter Value

Epochs 60

Learning rate 0.001

Minimum learning rate 0.0000001

Maximum learning rate 0.005

Ramp-up epochs 13
Table 1:  model hyperparameters.
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Data augmentation hyperparameters

All data augmentation techniques have a variable P that denotes the chance of an image not
being augmented. For example, P = 0.4 denotes that an image has a 40% chance of not being
augmented; inversely, an image has a 60% chance of being augmented

Flipping

For flipping, the only relevant hyperparameter is the probability of (not) being flipped.

Hyperparameter Value

P 0.4

Table 2: flipping hyperparameters

Cropping

Along with the probability of an image being cropped, cropping has two other parameters H
and W. These two parameters are the height and width coefficients, respectively, that are
multiplied with the respective dimension of the original image to obtain the size of the new
image. The image is then cropped around a random central point with the new dimensions to
obtain a new image.

Hyperparameter Value

P 0.5

H 0.6

W 0.7
Table 3: cropping hyperparameters

Random erasing

The hyperparameters for random erasing include the probability, the low and high values of
the rectangle to be removed (Sl and Sh respectively), and the high value of aspect ratio of the
new rectangle (Rh). The low value for the aspect ratio RH / 3.

Hyperparameter Value

P 0.3

Sl 0.1

Sh 0.2

Rh 0.4
Table 4: random erasure hyperparameters
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4 Results and Discussion
The final results will be calculated and interpreted using the F1-score. The F1-score is a
statistical analysis which calculates the accuracy of a given test. It is calculated using the
harmonic mean of precision and recall. The F1-score offers advantages over traditional
accuracy because accuracy only looks at all correctly identified cases whereas the F1-score
also puts an emphasis on the incorrectly identified cases. This is especially important in
situations where there is an imbalance in class distribution. The exact formula is shown
below. The best score possible is a 1, which means that both the precision and recall have a
perfect score and the worst score is a 0, which means that either the precision or recall is 0.
For the case of multi-class accuracy, the final F1-score is the aggregate of each class’ F1-score.

𝐹
1
 =  2 *  𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛*𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃 𝑟𝑒𝑐𝑎𝑙𝑙 =  𝑇𝑃

𝑇𝑃 + 𝐹𝑁

Looking at the results, it becomes clear that there is a major limitation. Since the test set was
unlabeled, we were not able to compute any other metrics that could have helped in analyzing
the results. More on this in the limitation section.

Table 5 shows the results of the different data augmentation techniques tested on the testing
set. For the baseline model where no data augmentation was applied, the resulting F1-score
was 0.80821. This score is higher than the first baseline which was made in Fig 3.1 without
any hyperparameter tuning. However, Fig 3.1 did not use the F1-score, but rather accuracy as
a metric. This shows that the hyperparameter tuning had a significant impact on the models
accuracy.

F1-score

Baseline/No augmentation 0.80821

Flipping 0.81168

Cropping 0.80759

Random Erasing 0.81323
Table 5: Results of the model tested on the testing set

In our hypothesis it was stated that according to research conducted we predicted the Random
Erasing data augmentation to perform best from the three augmentation techniques. While
this is the case in these results, the difference between Random Erasing and Flipping is
minimal. Additionally, it was predicted that Cropping would perform better than Flipping
since it changes the geometry of the image in a more extreme way and hence putting more
emphasis on the features of the image. This was not the case. In fact, Cropping performed
worse than all augmentation techniques and the baseline. However, the difference is again
minimal.
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The research question that was stated in the introduction of this paper was: to what extent do
different data augmentation techniques affect the accuracy of an image classification model?
Based on the limited results that we were able to collect, it is unclear whether data
augmentation techniques increase the accuracy of image classification models. Existing
research showed that this was the case for these augmentation techniques.[1,2,3,4] However,
our study was not conclusive in that regard.
Since the change in F1-score for the different techniques is so minimal, a statistical
significance test could help to determine whether this is by chance. As such, one major
component that could be investigated in future works could be; What is the statistical
significance of the different data augmentation techniques?
Because there was only a limited amount of time to conduct this research, we were not able to
determine whether combining different augmentation techniques would yield an increase in
accuracy. It would make sense if this was the case since previous research showed that
changing the geometry of an image improves accuracy. Perhaps the issue with our chosen
approach was that the geometry wasn't changed enough. As such, future works could
investigate whether there is an optimal set of data augmentation techniques that perform
better than their separate parts.

5 Limitations
One limitation that we came across during our research is that since the provided test set was
unlabeled, we could not produce more results other than the F1-score. This is because the
F1-score is computed when the test set predictions are submitted to the kaggle competition.
As such, we never had access to the labels of the test set. Being able to compute more results
for the test set could have been advantageous by showing us different metrics such as
standard deviation, cohen's kappa, statistical significance, etc…. This could have given us
some insight into what could be improved in future research.

Another limitation that we encountered was that in order to tune and train our model we had
to use TPU’s. However, there is only a limited quota of TPU time available each week and
we discovered that oftentimes the quota was reached quite quickly. If we had more time to
fine tune our model and data augmentation parameters, we could have tried more data
augmentation techniques and improved on the ones that we tested.
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Appendix A: Algorithms
Random erasing
Pseudo code for the random erasure of sections of an image as presented in [9]
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Learning rate scheduler

Figure 7 : Examples of the images present in the data set
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